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1. Problem: How to light virtual assets
for mobile Augmented Reality (AR)?

For realistic AR, the lighting used to render virtual objects must be
consistent with the lighting in the real-world scene.

HDR 360° lighting HDR 360° lighting

Real world lighting: 360° and High Dynamic Range (HDR) [1].
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2. Approach: Learning illumination
from a single image.
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training data: paired background images
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Training HDR lighting model using only LDR data

differentiable rendering with
Image-Based Relighting [2]
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3. Results and comparisons

Renderings using our lighting inference (25%/50t/75" percentile L loss)
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Comparisons with previous state-of-the-art [4] and [5]
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Training on automatically exposed and white balanced images
improves lighting estimation from a single image for AR, as compared
to state-of-the-art for both indoor and outdoor scenes.

DeeplLight: Learning lllumination
for Unconstrained Mobile Mixed Reality

Jay Busch' Paul Debevec

4. Comparing virtual object relighting
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Lightweight encoder using MobileNet v2 [6]
Lighting inference at 12-20 fps on mobile CPU for real-time rendering

[Ask about our mobile demo!]

5. Summary

An HDR lighting inference method for AR, trained using only LDR
imagery, leveraging spheres with different materials to reveal
different lighting cues in a single exposure.

> The first CNN-based lighting estimation approach to generalize to
both indoor and outdoor scenes given a single input image.

) Improved lighting estimation for AR compared with previous work
developed to handle only a single class of lighting.
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