VoLux-GAN: A Generative Model for 3D Face Synthesis with HDRI Relighting
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Abstract

We propose VoLux-GAN, a generative framework to synthesize 3D-aware faces with convincing relighting. Our main contribution is a volumetric HDRI relighting method that can efficiently accumulate albedo, diffuse and specular lighting contributions along each 3D ray for any desired HDR environmental map. Additionally, we show the importance of supervising the image decomposition process using multiple discriminators. In particular, we propose a data augmentation technique that leverages recent advances in single image portrait relighting to enforce consistent geometry, albedo, diffuse and specular components. Multiple experiments and comparisons with other generative frameworks show how our model is a step forward towards photorealistic relightable 3D generative models.

1. Introduction

Generating synthetic novel human subjects with convincing photorealism is one of the most desired capabilities for automatic content generation and pseudo ground truth synthesis for machine learning. Such data generation engines can thus benefit many areas including the gaming and movie industries, telepresence in mixed reality, and computational photography. In order to achieve realism and flexibility when delivered in specific applications, the generated
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images should: 1) be enriched in details, e.g. with high resolution; 2) support free viewpoint rendering to deliver immersive 3D experiences; 3) adapt to novel environmental illumination for realism; 4) synthesize novel identities for scalable data diversity.

Motivated by these principles, in this paper we propose a neural human portrait generator, which delivers compelling rendering quality on arbitrary camera viewpoints and under any desired illumination. With the success of Neural Radiance Field (NeRF) on volumetric rendering [32] and Generative Adversarial Networks (GAN) on image generation [25], 3D-aware generators [9, 19, 39] have been proposed as a promising solution, which combine the merits of both. By learning from a collection of portrait images, these methods are able to generate NeRF models from randomly sampled latent codes, which result in impressive free viewpoint rendering capabilities despite arguable underlying geometry quality and multi-view consistency. Concurrent work proposed by Pan et al. [39] adds a shading model to enforce multi-lighting constraints during training, however the method shows substantial limitations in terms of photorealism and does not allow for full HDR relighting.

In this work, we propose a 3D aware generative model with HDR relighting supervised by adversarial losses. To overcome the limitations of prior arts, we identified and contributed to two main aspects:

**Volumetric HDR Relighting.** We propose a novel approach of the volumetric rendering function that naturally supports efficient HDR relighting. The core idea relies on the intuition that diffuse and specular components can be efficiently accumulated per-pixel when pre-filtered HDR lighting environments are used [18, 44]. This was successfully applied to single image portrait relighting [40], and here we introduce an alternative formulation to allow for volumetric HDR relighting. Differently from [35, 40, 58] that predict surface normals and calculate the shading with respect to the light sources (for a given HDR environment map), we propose to directly integrate the diffuse and specular components at each 3D location along the ray according to their local surface normal and viewpoint direction. Simultaneously, an albedo image and neural features are accumulated along the 3D ray. Finally, a neural renderer combines the generated outputs to infer the final image.

**Supervised Image Decomposition.** Though producing impressive rendering quality, the geometry from 3D-aware generators is often incomplete or inaccurate [9, 19]. As a result, the model tends to bias the image quality for highly sampled camera views (e.g. front facing), but starts to show unsatisfactory multi-view consistency and 3D perception, breaking the photorealism when rendered from free-viewpoint camera trajectories. Additionally, high quality geometry is particularly important for relighting since any underlying reflectance models rely on accurate surface normal directions in order to correctly accumulate the light contributions from the HDR environment map.

Similarly, decomposing an image into albedo, diffuse and specular components without explicit supervision could lead to artifacts and inconsistencies, since, without any explicit constrains, the network could encode details in any channel even though it does not allow light transport principles. For instance in Fig. 1, the albedo image generated by previous methods [39] contains clear shading information, whereas the expected albedo (i.e. flat lit image) should be closer to ours. At the same time, such supervision is not available for in-the-wild datasets like FFHQ [25].

Motivated by this, and inspired by other works that apply pseudo-groundtruth labels [11] or synthetic renderings [48, 53, 59, 68] for in-the-wild tasks, we propose a data augmentation technique to explicitly supervise the image decomposition in geometry, albedo, diffuse and specular components. In particular, we employ the work of Pandey et al. [40] to generate albedo, geometry, diffuse and relit images for each image of the dataset, and have additional discriminators guide the intrinsic decomposition during the training. This technique alone, however, would guide the generative model to synthesize images that are less photorealistic since their quality upper bound would depend on the specific image decomposition and relighting algorithm used as supervision (e.g. [40]). In order to address this, we also add a final discriminator on the original images, which will guide the network towards real photorealism and higher order light transport effects such as specular highlights and subsurface scattering.

We summarize the contributions of this paper: 1) We propose a novel approach to generate HDR relitable 3D faces with a volumetric rendering framework. 2) Supervised adversary losses are leveraged to increase the geometry and relighting quality, which also improves multi-view consistency. 3) Exhaustive experiments demonstrated the effectiveness of the framework for image synthesis and relighting.

2. Related Work

**2D Image Generation.** Generating convincing renderings of humans is a very active trend in the field of neural rendering [55]. Here, we consider works that rely on a generative adversarial framework [17] to synthesize photorealistic portraits. High quality results have been demonstrated by multiple early works [15, 34, 62] and since the groundbreaking work of StyleGAN [25], the community has made tremendous progress in synthesizing photorealistic and high resolution images [6, 12, 24, 26] with methods focusing on addressing most of the common issues with GANs including stability [26], resolution [6] and aliasing [24]. These
approaches generate impressive photorealistic images, but results typically lack free-viewpoint rendering and/or multi-view consistency.

**3D Aware Generation.** Many recent approaches incorporated the use of geometry and its multi-view consistency to allow for 3D aware synthesis. [1, 9, 10, 19, 27, 36, 37, 43, 66, 67]. Past works rely on voxels [16, 36, 43, 67], meshes [51], face models [7] or shape primitives [27] as the 3D representation for image generation, but the majority have been limited to low resolution image generation. Inspired by the success of NeRF [32], methods [9, 37, 49] adopt implicit volumetric rendering framework, and require only unconstrained images for 3D GAN training, but these architectures are computational consuming, which limit the training for high-resolution image generation. Concurrently, StyleNeRF [19], CIPS-3D [66], StyleSDF [38] adopt the two-stage rendering strategy to reduce the computation for high-resolution image generation. EG3D [8] introduces triplane representation for fast and scalable rendering, and GRAM [14] proposes to render radiance manifolds first to plane representation for fast and scalable rendering, and high-resolution image generation. EG3D [8] introduces triplane representation for fast and scalable rendering, and GRAM [14] proposes to render radiance manifolds first to plane representation for fast and scalable rendering, and high-resolution image generation. However, all these concurrent methods lack controllable relighting capabilities.

**Relightable Generative Models.** Relightable NeRF models [4, 5, 63, 65] have shown that full image decomposition is possible when explicit multi-view imagery is provided as supervision. As for generative networks, the concurrent work of Pan et al. [39] is, to the best of our knowledge, the first at enabling relightability into generative model in a volumetrics 3D framework. The method enforces both multi-view and multi-lighting consistency to allow controllable viewpoint and illumination. This approach, however, adopts a simplified Lambertian model and only supports one specific light direction at the time and extending it to full HDR relighting is computationally prohibitive. HeadNeRF [21] propose a NeRF-based parametric head model which can control the illumination by adjusting latent code. However, limited by insufficient coverage of illumination in their dataset, the method cannot control the image shading like continuously moving light source position. Also, they cannot explicitly control the illumination by adjusting latent code, while it is achievable in HDR relighting by given a desired HDR map.

**Intrinsic Image Decomposition.** Decomposing an image into albedo, geometry and reflectance components has achieved using model-fitting techniques [2, 29] and deep learning based approaches [22, 30, 45, 60] that attempt at inferring image properties from one or multiple images. Very recently, state-of-art image based portrait relighting methods [35, 40, 52, 58] have shown impressive results by predicting explicit surface normals, albedo and shading information to formulate the interaction between light sources and geometry. These approaches usually rely on a specific shading model (e.g. Phong) and a neural renderer to synthesize the final image.

**Our Approach.** In contrast, we propose a volumetric generative model that supports full HDR relighting. We show how we can efficiently aggregate albedo, diffuse and specular components within the 3D volume. Thanks to the explicit supervision in our adversarial losses, we demonstrate that the method can perform such a full image component decomposition for novel face identities, starting from a randomly sampled latent code.

### 3. VoLux-GAN Framework

In this section, we introduce our neural generator that produces novel faces that can be rendered at free camera viewpoints and relit under an arbitrary HDR environment light map. Our method starts from a neural implicit field that takes a randomly sampled latent vector as input and produces an albedo, volume density, and reflectance properties for any queried 3D location. These outputs are then aggregated via volumetric rendering to produce low resolution albedo, diffuse shading, specular shading, and neural feature maps. These intermediate outputs are then up-sampled to high resolution and fed into a neural renderer to produce relit images. The overall framework is depicted in Figure 2.

#### 3.1. Preliminaries: Neural Volumetric Rendering.

To aid the reader, we first briefly introduce the neural volumetric rendering framework originally presented in Mildenhall et al. [32]. There, the 3D appearance of an object of interest is encoded into a neural implicit field implemented using a multilayer perceptron (MLP), which takes a 3D coordinate $x \in R^3$ (mapped through a sinusoidal function based positional encoding [32, 54]) and viewing direction $d \in S^2$ as inputs and outputs a volume density $\sigma \in R^+$ and view-dependent color $c \in R^3$. To render an image, the pixel color $C$ is accumulated along each camera ray $r(t) = o + t d$ as

$$C(r, d) = \int_{t_n}^{t_f} T(t)\sigma(r(t))c(r(t), d)dt,$$  \hspace{1cm} (1)$$

where $T(t) = exp(-\int_{t_n}^{t} \sigma(r(s))ds)$ and bounds $t_n$ and $t_f$. Compared to surface based rendering, volumetric rendering more naturally handles translucent materials and regions with complex geometry such as thin structures.

#### 3.2. Generative Neural Implicit Intrinsic Field.

Similar to other state-of-the-art 3D-aware generators [9, 19, 39], we train a MLP-based neural implicit field conditioned on a latent code $z$ sampled from a Gaussian distribution $N(0, I)^d$ and extend it to support HDR relighting. We
Figure 2. VoLux-GAN Framework. Starting from a latent code we can efficiently accumulate albedo $A(r)$, surface normals $N(r)$, diffuse $D(r)$, specular components $S(r)$, and a feature map $F(r)$ along the 3D ray $r(t)$ for any given HDR map. An upsampling strategy and a neural renderer synthesize the final relit image.

we adopt a Phong shading model [42], where the illumination of each point is determined by albedo, diffuse, and specular component. Therefore, instead of having the network predict per-point radiance and directly obtaining a color image (via Eq. 1), our network produces per-point albedo ($\alpha$), density ($\sigma$) and reflectance properties from separate MLP heads. The normal directions are obtained via the spatial derivative of the density field, which are used together with HDR illumination to compute diffuse and specular shading. Similar to [40], rather than explicitly using the Phong model for the final rendering, we feed the albedo, diffuse and specular components to a lightweight neural renderer, which can also model higher order light transport effects.

Efficient Shading Computation. Concurrent work [39] assumes Lambertian shading from a single light source. Extending this to support full HDR illumination would require the integration of the shading contribution from multiple positional lights, making the approach computationally prohibitive, especially when performed at training time for millions of images. Inspired by the success of recent image based portrait relighting work [40], we adopt a method designed for real-time shading rendering under HDR illumination [18, 44]. The core idea is to approximate the diffuse and specular components using a preconvolved HDRI map. Specifically, we first preconvolve the given HDRI map ($H$) into light maps ($L_n$, $i = 1, 2, \cdots, N$) with cosine lobe functions corresponding to a set of pre-selected Phong specular exponents ($n_i$, $i = 1, 2, \cdots, N$) [33]. The diffuse shading $D$ is the first light map (i.e. $n = 1$ above) following the surface normal direction, and the specular shading is defined as a linear combination of all light maps indexed by the reflection direction. In order to capture possible diverse material properties of the face, we let the network estimate the blending weights ($\omega_i$) with another MLP branch, which are then used for the specular component $S$.

Volumetric Shading Rendering. Typically, a reflectance model is defined on a surface [42] and relighting methods [35, 40, 58] explicitly estimate surface normals from a single image. Here, we propose a volumetric formulation to compute albedo, diffuse and view-dependent specular shading maps as:

$$A(r) = \int_{t_n}^{t_f} T(t) \sigma(r(t)) \alpha(r(t)) dt$$
$$D(r) = \int_{t_n}^{t_f} T(t) \sigma(r(t)) L_{n=1}(n(t)) dt$$
$$S(r) = \int_{t_n}^{t_f} T(t) \sigma(r(t)) \sum_{i} \omega_i L_{n_i}(n(t), d) dt$$
$$F(r) = \int_{t_n}^{t_f} T(t) \sigma(r(t)) f(r(t)) dt$$

where $n(t)$ is the normal direction estimated via $\nabla \sigma(r(t))$, $L_{n=1}(n(t))$ is the diffuse light map indexed by the normal direction $n(t)$, and $L_{n_i}(n(t), d)$ is the specular component $n_i$ indexed by the inbound reflection direction depending on the local normal and viewing direction $d$. Finally, $\alpha, \sigma, \omega$, and a per-location feature $f$ are the network outputs conditioned on the sampled latent code $z$. We restrict the albedo to be view and lighting independent and encourage multiview consistency. Note that in addition to rendering components such as albedo, diffuse and specular components, we let our network accumulate additional features $F(r)$, so that it can capture high frequency details and material properties in an unsupervised fashion.

Volumetric Model Network Architecture We extend the architecture from concurrent work proposed by Gu et al.
for StyleNeRF [19] for our neural implicit field. Rather than explicitly use the low resolution albedo $A(r)$ following Eq. 2, our network produces a feature vector $f(r(t)) \in \mathbb{R}^{256}$ via 6 fully-connected layers from the positional encoding on the 3D coordinates. A linear-layer is attached to the output of the 4-th layer to produce the volume density, and an additional two-layer MLP is attached to 6-th layer to produces the albedo and reflectance properties. Diffuse component $D$ and Specular Component $S$ are estimated following Eq. 2, where the blending weights $w_i$ are estimated by the network.

**Neural Rendering Network.** To reduce the memory consumption and computation cost, we render albedo, diffuse, and specular shading in low resolution and upsample them to high resolution for relighting. The specific low and high resolutions depend on the dataset used and details can be found in the Section 4. To generate the high resolution albedo, we upsample the feature map $F(r)$ and enforce its first 3 channels to correspond to the albedo image, similar to some other works in the literature [31, 56]. Each upsampling unit consists of two $1 \times 1$ convolutions modulated by the latent code $z$, a pixelshuffle upsampler [50] and a BlurPool [64] with stride 1. The low resolution albedo $A(r)$ is still used to enforce consistency with the upsampled high resolution albedo (see Section 3.3). For shading maps, we directly apply bilinear upsampling.

Finally, a relighting network takes as input the albedo map $A$, the diffuse map $D$, the specular component map $S$ and the features $F$ and generates the final $I_{relit}$ image. The architecture of Relighting Network is a shallow U-Net [46].

### 3.3. Supervised Adversarial Training

Here we introduce the scheme to train our pipeline from a collection of unconstrained in-the-wild images. While it is possible to train the full pipeline with a single adversarial loss on the relit image, we found empirically that adding additional supervision on intermediate outputs significantly improves the training convergence and rendering quality.

**Pseudo Ground Truth Generation.** Large scale in-the-wild images provides great data diversity, which is critical for training a generator. However, the groundtruth labels for geometry and shading are usually missing. In our case, we are particularly interested in having “real examples” of the albedo and geometry to supervise our method. To this end, we resort to the state-of-the-art image based relighting algorithm, Total Relighting [40], to produce pseudo ground truth albedo and normals and to also further increase the data diversity. Specifically, for each image in our training set, we randomly select an HDRi map from a collection of 400 maps sourced from public repository [61], apply a random rotation, and run Total Relighting to generate the albedo, surface normal and a relit image with the associated light maps (diffuse and specular components). Example images from the CelebA dataset [28] augmented with this technique are shown in Figure 3.

**Albedo Adversarial Loss $L_A$:** $D_A(A(r)) + D_A(A_{hi-res})$

We supervise the output albedo images in both low and high resolution with adversarial loss using the pseudo ground truth generated with [40]. A standard non-saturating logistic GAN loss with R1 penalty is applied to train the generator and discriminator. The discriminator architecture $D$, for all the losses follows the one proposed in [26].

**Geometry Adversarial Loss $L_G$:** $D_G(\nabla \sigma(r(t)))$ We also supervise the geometry as it is crucial for multi-view consistent rendering and relighting realism. While the density $\sigma$ is the immediate output from the network that measures the geometry, we find it is more convenient to supervise the surface normals computed via $\nabla \sigma(r(t))$. Therefore, we add an adversarial loss between the volumetric rendered normal from the derivative of the density and the pseudo ground truth normal obtained from [40].

**Shading Adversarial Loss $L_S$:** $D_S(D(r), S(r), I_{relit})$ To enforce that the Relight Network faithfully integrates shading with albedo, we apply a conditional adversarial loss on the relit image. This is achieved by adding a discriminator $D_S$ that takes the concatenation of the relit image $I_{relit}$, diffuse map $D(r)$ and specular map $S(r)$ as the inputs and discriminate if the group is fake, i.e. from our model, or true, i.e. from [40]. The training gradients are only allowed to back-propagate to the relit image but not the other inputs (i.e. set to zero) as they are the data to be conditioned on.

**Photorealistic Adversarial Loss $L_P$:** $D_P(I_{relit})$ A downside of the Shading Adversarial Loss is that the model performance is upper-bounded by the specific algorithm used to generate pseudo-groundtruth labels, in our case [40]. As a result, inaccuracies in the relighting examples, e.g. overly smoothed shading and lack of specular highlights, may affect our rendering quality. To enhance the photorealism, we add one final adversarial loss directly on the generated relit images with the original images from the dataset.

**Path Loss $L_{path}$:** $\ell_1(A(r), A_{hi-res})$ Following StyleNeRF [19], we add a path loss to ensure the consistency between the albedo maps in low and high resolutions. Specifically,
we downsample the high resolution to the low resolution, and add a per-pixel $\ell_1$ loss.

The final loss function is a weighted sum of all above mentioned terms: $L = \lambda_1 L_A + \lambda_2 L_G + \lambda_3 L_S + \lambda_4 L_P + \lambda_5 L_{path}$, where for our experiments we empirically determined these weights to be $1.0, 0.5, 0.25, 0.75, 0.5$.

### 3.4. Implementation Details

To ensure stable training, we first train the neural implicit field and the upsampling network for high quality albedo and geometry. We only enable albedo and geometry adversarial loss and adopt progressive growing training strategy [23] with the path loss to train the upsampling network. Once the network converges, we enable all the loss terms and train the whole network end-to-end. For the optimization, we use the Adam optimizer with $\beta_1 = 0, \beta_2 = 0.99$. The batch size is set as 24 and the learning rates for the generator and the discriminator are set empirically to 0.0022 and 0.0025 respectively. We train the VoLux-GAN model for 1 million iterations with albedo and geometry adversarial losses, then it is trained for additional 500k iterations to generate the relit images.

### 4. Experiments

In this section, we compare our rendering quality and relighting performance with state-of-the-art methods. We also provide ablation study showing the contribution of major system design choice to the final performance.

**Datasets.** We train our model on CelebA dataset [28] which is widely used for such comparisons, and on the FFHQ [25] where a comparison of high resolution results can be made. On CelebA, our model produces volumetric renderings at $64 \times 64$ and final outputs at $128 \times 128$. On FFHQ, the volumetric renderings and final resolution are $64 \times 64$ and $256 \times 256$ respectively.

**Baseline Methods.** We show qualitative and quantitative comparison with ShadeGAN [39] since, to the best of our knowledge, it is the only 3D-aware generator that supports relighting. In addition, we consider an alternative strong baseline where we use pi-GAN [9] to render multi-view images and then run a single image based portrait relighting method [40] for HDR relighting.

**Metrics.** Many evaluation metrics relying on perception features have been proposed to measure the rendering quality [3, 20]. While these metrics indeed measure the similarity between two collections of images, they are very sensitive to implementation details such as training image resolution, image post-processing e.g. cropping, or the choice of training dataset, as has been shown in literature [41]. As a result, these metrics are not suitable to evaluate our model since our pipeline is not trained directly on publicly available datasets but on a specifically tailored augmented dataset for good rendering and relighting performance.

Instead, we evaluate our pipeline and other methods by measuring the perceptual impact of view-synthesis and relighting on a subject’s identity. Specifically, we use a similarity metric based on the embedding space of a state-of-the-art face recognition network [13]. This stability metric indicates how well the subject identity is preserved when we synthesize novel views and novel light renderings for a synthesized face.

### 4.1. Relightable Face Generation

In this section we demonstrate the capabilities of our framework. In Fig. 4, we show one subject randomly sampled from latent space $z \sim N(0, I)$ trained on the FFHQ dataset. The first row shows the faces rendered at different camera poses. Our network successfully renders consistent faces even under a large yaw angle (e.g. 45$^\circ$) thanks to better geometry supervised by the geometry adversarial loss. The second row shows the same subject rendered under a rotating HDR map. Note how the specularities and shading on the face respond correctly to the HDR environment maps.

Our latent space also supports interpolation. In Fig. 5, we linearly interpolate between two randomly sampled latent codes, and show relit images of each subject under three HDR lighting conditions. As seen, the appearance of the subject transitions smoothly and the intermediate identities are successfully relit. Note also the consistent relighting, where view dependent effects and specularities are successfully transferred between different latent codes.

### 4.2. Comparisons with State-of-the-Art

We compare to ShadeGAN [39], pi-GAN [9] coupled to an image based relighting [40], and show the qualitative results in Fig. 6. For a fair comparison in terms of image resolution, we trained our model on CelebA, like ShadeGAN and pi-GAN. In each row, we show the albedo map and color images rendered under two different lightings from three camera viewpoints.

Our method produces significantly better albedo than ShadeGAN thanks to our supervised albedo adversarial loss. Moreover, our results contain more high frequency specular components and can respond to more diverse global illumination. pi-GAN coupled with [40] can produce plausible relighting results but occasionally with inconsistent shading (e.g. in the 3rd row middle, the cheek is dark in one view but bright in another). In contrast, our results show more consistency across views and lights thanks to the proposed volumetric relighting formulation, which is also reflected by the quantitative metric below.
4.2.1 Quantitative Results

We evaluate our method with quantitative metrics. The goal of the following experiments is to demonstrate that our method is able to synthesize images that are consistent across views in terms of geometry and relighting.

**Geometry Consistency.** To demonstrate the geometry consistency, we render a fixed random latent code to multiple views. We then compute the similarity score [13] of yaw-posed renderings with the frontal facing rendering, and average it over 100 such randomly sampled latent codes. We compute the score for both relit images and the high-res albedo images. We also show the score computed with the same scheme for ShadeGAN [39] and the baseline of pi-GAN [9] + portrait relighting [40]. The results are showed in Table 1. Note how our method consistently outperforms the other state-of-art approaches, demonstrating better multi-view consistency for each identity on generated albedo and relit images.

**Relighting Consistency.** Similarly, we also evaluate the stability of our relighting. Following the geometry consistency experiment, we use the embedding space of a face recognition network [13] to generate the identity similarity score between the albedo and 3 renderings under different environment maps (as shown in Fig. 5). We report an average score over 100 randomly sampled latent codes. A stable relighting method should give a high similarity score, since relighting does not change the identity.

The results are reported in Table 2, showing that our approach is also able to generate relit images that are more consistent with the original albedo identity. At the same time our relit images look more photorealistic as shown in Figure 6, where we better capture higher order light trans-
Table 1. Identity consistency across camera poses around the yaw axis. The scores indicate the similarity calculated as the dot product between normalized embeddings from a state-of-the-art face recognition network [13] (higher is better). While our method performs comparably or marginally better at small view changes, we significantly outperform the state-of-the-art at more extreme viewpoints.

Figure 6. Qualitative comparisons on CelebA with [39] and pi-GAN [9] + portrait relighting [40]: note how our method produces more consistent albedo and relighting results across multiple views.

Ablation Study. We report an ablation study of the loss functions used for training out pipeline and Table 2. As demonstrated by these quantitative results, the full framework and the proposed supervised adversarial losses are all contributing to the final rendering quality. In particular, we show that removing the shading loss $L_S$, or geometry loss $L_G$ or photorealistic $L_P$ all lead to lower metrics. Similarly, when we first accumulate the surface geometry and then perform image based relighting, the results are unsatisfactory (see comparison with VoLux-GAN+Surface Relighting in Table 1 and Table 2).
5. Discussion

We proposed a generative model of face images, that internally leverages a volumetric representation to facilitate multi-view generation and full HDRI relighting. Of particular note is that we have shown how to efficiently perform the aggregation of albedo, specular and diffuse components that helps to preserve the identity. Furthermore, a proposed supervised adversarial framework guides the network to generate the right intrinsic properties of faces. Our results prove the effectiveness of the approach for synthesizing novel identities. Future work could explore the use of semantic information to allow for expression control similar to StyleGAN [25]. While far from the intent of this work, we do recognize that generative models could be misused to synthesize fake content (see [57] for an exhaustive survey). We believe that in order to address this, the community should prioritize open-sourcing pre-trained models to encourage the development of forgery detection methods. Great steps in that direction have been made thanks to the availability of datasets such as FaceForensics++ [47]. Additionally, in order to mitigate misuses, researchers could put more emphasis on the adversarial models (i.e. discriminators) and make them publicly available when releasing a generative model. Enforcing higher importance to the discriminator loss, while fixing the generator could provide an effective method to detect misuse of the specific generative model.
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